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Abstract

A classifier for predicting the character accuracy achieved
by any Optical Character Recognition (OCR) system on a
given page is presented. This classifier is based on mea-
suring the amount of white speckle, the amount of charac-
ter fragments, and overall size information in the page. No
output from the OCR system is used. The given page is
classified as either “good” quality (i.e., high OCR accu-
racy expected) or “poor” (i.e., low OCR accuracy
expected). Results of processing 639 pages show a recog-
nition rate of approximately 85%. This performance com-
pares favorably with the ideal-case performance of a
prediction method based upon the number of reject-mark-
ers in OCR generated text.

1: Introduction

To evaluate the performance of an OCR system, the char-
acter accuracy on a given processed page is determined by
comparing the OCR output with the ground-truth data
(correct text)[1,2]. In the real world, however, the corre-
sponding ground truth data are not available. Therefore,
other ways to estimate character accuracy are needed.

It was shown that on average rekeying documents is
more cost effective than editing corresponding OCR-gen-
erated text unless a minimum character accuracy of 95-
98%, depending on document complexity, is achieved [3].
An accuracy estimator algorithm would act as a filter to
screen pages for rekeying and save substantial cost.

A study conducted by Information Science Research In-
stitute (ISRI) showed that OCR systems achieved character
accuracy rates better than 99% for high quality page-imag-
es; however, the rates varied widely (from 84.56% to
94.83%) for low quality page-images [1]. Furthermore,
studies in [4, 5] showed that touching and broken charac-
ters seem to be the most important source of OCR prob-
lems. These results suggest that the character accuracy of a
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given page could be predicted by measuring its image qual-
ity.

Algorithms for estimating the quality of any given page
would be beneficial for other applications as well. Such al-
gorithms would be used to automatically determine im-
provement (or degradation) made by adaptive document
image-restoration algorithms, such as [6].

An image quality estimator would also be essential to
the operation of adaptive OCR algorithms. The quality in-
formation would be used to select an appropriate classifier
or a set of weights for combining results obtained from
multiple classifiers.

Devices for measuring print quality are presented in
[7,8]. These devices use character templates to determine
the print quality of a page. Since the font information of a
given page is usually not available, this approach cannot be
utilized to predict character accuracy without performing
font recognition first.

In this paper, we propose a prediction technique based
upon measuring the features associated with degraded
characters. In order to limit the scope of the research, the
following assumptions are made:

1. Pages are printed in black and white (no color).
2. Page images have been segmented, and text regions

have been correctly identified. The image-based classi-
fier extracts features from text regions only.

This prediction system simply classifies the input image
as either good (i.e., high accuracy expected) or poor (i.e.,
low accuracy expected).

2: Prediction Method

Features associated with degraded characters (or character
images) that cause OCR errors are used to determine the
quality of the input image and to predict OCR accuracy. A
small set of sample pages with low character accuracy was
carefully inspected, and the following observations were
made.
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Observation 1: When characters in a page are thicken by distor-
tion, it tends to cause many touching characters. Another by-
product of characters with thick strokes is that the loops in let-
ters like “a” and “e” often get filled up completely or present
only a minimal white portion in the center. Thus, a metric that
could capture the existence of these “minimally open” loops
would be a good way to detect problems related to touching
characters.

Observation 2: Broken characters are usually fragmented into
smaller pieces, and character fragments could have almost any
shape. A metric that could weigh the existence of these charac-
ter fragments would be a good way to detect problems related
to broken characters.

Observation 3: Pages with “inverse video” (white letters on
black background) or unusual typesetting tend to produce
more OCR errors.

Based on these observations, a prediction system con-
sisting of three simple rules was developed. The training
data utilized included 12 clean pages and 12 degraded pag-
es. These pages were extracted from scientific and techni-
cal documents, and did not contain small fonts or numerical
tables. For 21 pages, the median accuracy was computed
from the output of eight OCR systems. For the remaining 3
pages, the median accuracy was computed from the output
of six newer OCR systems. Since the highest character ac-
curacy obtained from these degraded pages was 88.76%,
good corresponds to the expected accuracy above 90%. On
the other hand, poor corresponds to the expected character
accuracy below or equal to 90%.

To detect “minimally open loops” (Observation 1), a
White Speckle Factor (WSF) was defined. White speckle is
any white 8-connected component whose size is less than
or equal to 3 pixels high and wide. To measure the level of
white speckle, the WSF is defined as:

It is expected for image quality to degrade as this ratio
increases. Due to the small size of the training data, the
threshold value for identifying poor quality pages was
manually determined to be 0.1. Thus, the first rule is

Rule 1: IF THEN poor

To measure the amount of broken characters in a given
page (Observation 2), a Broken Character Factor (BCF)
was defined. In general, the sizes and shapes of character
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Figure 1: Frequency Distribution of the Bounding Rectangles.
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Num. of White Bounding Rectangles 3 3×≤
Total Number of White Bounding Rectangles
-------------------------------------------------------------------------------------------------------------=

WSF 0.1≥

fragments vary widely. Thus, their bounding rectangles
will have many different widths and heights. When a fre-
quency distribution of the bounding rectangles is plotted as
a 3-D histogram, as in Figure 1, the bounding rectangles of
character fragments appear near the origin in a particular
region. Thus, this region was defined as the broken charac-
ter zone.

It is important to note that this zone will enclose all
small black connected components. Since some of these
small components are valid, such as the dot of “i” or a pe-
riod, a density-based measurement, which is sensitive to
the distribution of characters in the page, cannot be used.
Therefore, the area covered rather than density is used. To
compute the area coverage, the zone is divided both verti-
cally and horizontally into cells of one pixel by one pixel.
The bounding rectangles of black connected components
are allocated to these cells according to their width and
height. After these cells are filled by the connected compo-
nents, the BCF is computed as:

To eliminate the effects of font sizes, the average height
and the average width of bounding rectangles are used as a
reference point, and the shape of the broken character zone
is defined as shown in Figure 2. The training data showed
that an area coverage of 70% or more is a very strong indi-
cator of the presence of many broken characters in the
page. Therefore, the second rule is defined as:

Rule 2: IF  THEN poor

The third rule that uses the number of white connected
components and their sizes as features was also defined to
detect “inverse video” regions (Observation 3). In an in-
verse video region, white connected components corre-
spond to characters. If either the average height or the
average width of white connected components exceeds 30
pixels (approximately 7 pts), they are likely to be charac-
ters rather than the background Moreover, the number of
black connected components in the region should be small
because of the background. Thus, the ratio of the number of
black connected components to the number of white con-
nected components also provides useful information, and a

Reference

Diagonal

Point

RefY

15%

15%

60%

75%

75%60% RefX Width

Height

Figure 2: Broken Character Zone Coordinate Definition
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threshold value of 1.5 was manually chosen. The third rule
is defined as:

Rule 3:

This prediction algorithm classifies a given page as poor
if at least one of these three rules is activated.

3:  Reject Marker Based Approach

When an OCR system does not recognize a character, it
generates a special symbol known as a “reject” marker.
Since the character accuracy of a page is expected to
degrade as the number of reject markers generated by an
OCR system increases, the ratio of the number of reject
characters to the total number of characters in OCR gener-
ated text can be used to predict character accuracy. This
approach is often used as a quality assurance method in
large-scale document conversion environments.

This approach uses a single feature to classify a page
as either good or poor. To determine an optimal threshold
value in this one-dimensional feature space, a cost (risk)
model is required. The following simple cost model is used
in this paper:

The weights α and β are set to 0 and 1, respectively.
Since any misclassification of poor quality pages as good
quality pages forces the user to correct errors in pages with
accuracy below 90%, the weight γ should be relatively
high. To study the effects of the weight γ, three values 20,
50 and 100 are used to compare the performance of this ap-
proach and the image-based method.

4: Experimental Setup

Two sets of test data were utilized. The first set is a subset
of ISRI's Sample 2 data base [1]. It consists of 460 pages
that were selected at random from a collection of approxi-
mately 2,500 scientific and technical documents (approxi-
mately 100,000 pages). Each page was digitized at 300 dpi
using a Fujitsu M3096M+ scanner. Since 21 pages in this
data set were used to train the image-based prediction sys-
tem, the remaining 439 pages were used to test it.

The second set consists of 200 pages selected from 100
magazines that had the largest paid circulation in the U.S.
in 1992 as reported by Advertising Age magazine [9]. For
each magazine, two pages were selected at random. Each
page was digitized at 300 dpi using a Fujitsu M3096G
scanner. The binary images were generated using a fixed
threshold of 127 out of 255 by this gray scale scanner.

IF max WhiteWidth WhiteHeight( , ) 30 pixels≥( )

and
Num. of Black CCs
Num. of White CCs
------------------------------------------------ 1.5< 

  THEN poor

Cost α #Correct β #GoodAsPoor γ #PoorAsGood×+×+×=

Six OCR systems, which participated in the Third Annu-
al Test of OCR Accuracy sponsored by ISRI [1], processed
these data sets and character accuracy data were collected.
Each character insertion, deletion, or substitution needed to
correct the OCR generated text was counted as an error.
Each reject character was also counted as a substitution er-
ror in this calculation. Character accuracy is defined as:

Character Accuracy = (n - Number of Errors) / n

where n is the total number of characters in the ground-
truth text [1].

5: Results and Analysis

Table 1 and 2 summarize the decisions made by the image-
based prediction system processing the Sample 2 data set
and the magazine data set. For all systems, this classifier
was able to correctly recognize approximately 85% of the
pages in each data set.

The number of pages with accuracy above 90% indi-
cates the performance of OCR systems, and better systems
are expected to recognize more degraded pages. The tables
show that, in general, the number of misclassifying good
quality pages as poor by the system increased as the perfor-
mance of OCR systems improved. Similarly, the number of
misclassifying poor quality pages as good decreased as the
performance of OCR systems improved.

Poor quality pages misclassified as good in Sample 2
were visually examined by the authors. The images did not
show much degradation. A common feature of these pages
was numerical tables. The corresponding OCR generated
text contained many substitution errors of “0” by “O” and
“1” by “l”. This observation suggests that numerical data
rather than image degradation caused OCR difficulty. This
problem cannot be detected by the image-based approach
proposed here. To solve the problem, zone attributes from
a page segmentation module would be required.

Several pages containing fewer than 200 connected
components were also misclassified by the prediction sys-
tem. This result suggests that a reliable decision cannot be
made from a small number of characters in a given page be-
cause of the lack of sufficient information.

For each combination of an OCR system, a data set, and
a weight, the minimum cost achieved by the reject maker
based approach was determined. In practice, it is highly
likely that this kind of optimal performance cannot be
achieved by a classifier based upon this approach. Similar-
ly, costs were calculated from the results obtained by the
image based method.

Tables 3 and 4 compare their performance on the Sam-
ple 2 data and the magazine data, respectively. These re-
sults show that, in several cases, the image-based
prediction technique matches or exceeds the performance
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of the reject-maker based technique which was optimized
for each possible combination. Therefore, the feasibility of
the image-based prediction technique has been demonstrat-
ed.

6:  Summary and Future Work

A classifier for predicting the character accuracy of a
given page has been presented. This classifier is based
upon measuring the features associated with degraded
characters in the page and does not use OCR output at all.

This simple classifier correctly predicted the character
accuracy of approximately 85% of the pages in test data
sets. In several cases, without any OCR system dependent
knowledge, this classifier matched or exceeded the optimal
performance of the reject marker based method.

The results also suggest that some OCR errors are not
caused by image defects. This method does not detect such
errors.

Methods for reporting the degree of image defects are
currently being researched. To improve the performance of
this classifier, we plan to add more features, increase the
quantity of training data, and use statistical pattern recog-
nition techniques to re-design the classifier

Acknowledgments

This research was supported in part by a grant from the US
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(# Poor)
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Table 3: Cost-Based Comparison of the Image-Based Classifier
and the Reject-Based Method Processing the Sample 2 Data

 = 20  = 50  = 100

Image Reject Image Reject Image Reject

OCR1 419 419 989 989 1939 1939
OCR2 270 137 600 317 1150 576
OCR3 251 307 551 727 1051 1427
OCR4 552 205 1332 287 2632 387
OCR5 697 356 1687 746 3337 1396
OCR6 290 215 650 425 1250 775

Table 4: Cost-Based Comparison of the Image-Based Classifier
and the Reject-Based Method Processing the Magazine Data

 = 20  = 50  = 100

Image Reject Image Reject Image Reject

OCR1 65 69 125 129 225 229
OCR2 68 84 128 144 228 209
OCR3 48 172 78 326 128 576
OCR4 105 81 225 111 425 161
OCR5 164 86 374 176 724 326
OCR6 129 94 279 181 529 281
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